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Abstract: This study addresses the problem of heart disease detection, a critical concern in public 

health. The research aims to compare the performance of Convolutional Neural Networks (CNN) 

with conventional machine learning algorithms in diagnosing heart disease using a dataset 

comprising 14 features. The primary objective is to determine whether CNNs can provide more 

accurate and reliable results than traditional techniques. The research employs rigorous 

preprocessing, normalizing relevant features, and splits the dataset into an 80-20 training-testing 

split. The model is trained for 300 epochs with a batch size of 64, and performance evaluation is 

conducted using confusion matrices and classification reports. The results reveal that the CNN 

model achieved a remarkable accuracy of 100%, demonstrating its potential to outperform 

conventional machine learning algorithms. These findings emphasize the significance of deep 

learning techniques in improving heart disease diagnostics, although further research is needed to 

optimize CNN models and address interpretability concerns for practical implementation in 

healthcare settings. 
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1. Introduction 

Early detection of heart disease can contribute significantly to public health by enabling timely 

treatment and reducing mortality. Machine learning techniques, such as Logistic Regression (LR), K-

Nearest Neighbor, Decision Tree, Naive Bayes, Random Forest, and Support Vector Machine, have 

been applied to develop heart disease diagnosis models [1]. These models use various patient 

characteristics, such as age, chest pain, blood pressure, gender, cholesterol, and heart rate, to identify 

high-risk individuals and distinguish between patients with and without heart disease [2]. In 

addition, computer vision and machine learning methods have been used to analyze irises for early 

detection of heart disease [3]. The proposed system achieved high accuracy in detecting potential 

heart disease using iridology [4]. By accurately detecting heart disease and supporting doctors in 

decision-making, this machine learning approach can improve patient outcomes and contribute to 

public health [5]. 

Early detection of heart disease is an essential concern in the medical field as it can prevent fatal 

outcomes and save lives [6]. Heart disease is the leading cause of death worldwide, and detecting it 

early allows for timely intervention and treatment [7]. By analyzing risk factors and using machine 

learning techniques, medical professionals can improve decision-making and enhance early detection 

of heart disease. Deep learning networks and remote diagnostic systems can also support doctors in 

diagnosing heart disease more effectively. Early detection allows medical practitioners to implement 

appropriate interventions, such as lifestyle changes, medication, or surgery, to prevent further 
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complications and improve patient outcomes. Therefore, early detection of heart disease is critical to 

reducing mortality rates and improving the overall health of individuals. 

Heart disease detection methods include analyzing electrocardiogram (ECG) signals, listening 

to heart sounds, and using medical tests and imaging techniques such as CT scans. Machine learning 

(ML) and deep learning (DL) models have been used for heart disease classification from ECG signals, 

with the Generative Adversarial Network (GAN) model and GAN-LSTM ensemble model showing 

promising results in handling imbalanced data and achieving higher accuracy [8]. Deep learning 

techniques have also been applied to analyze heartbeat audio recordings, combining convolutional 

and recurrent neural network models to improve accuracy [9]. Feature extraction methods using ECG 

signals, such as discrete wavelet transform (DWT) and SVM classifiers, are applicable in early heart 

disease detection [10]. Machine learning algorithms such as Random Forest (RF), SVM, LR, and KNN 

have been used with feature selection methods to diagnose heart disease, with RF and RFFS yielding 

the highest accuracy [11]. Data mining methods, including decision trees, KNN classifiers, naive 

Bayes, random forests, and SVM, have also been used for heart disease diagnosis, with SVM showing 

the best performance [12]. 

Convolutional Neural Network (CNN) was chosen as the primary approach in this study due to 

its potential for early detection of heart disease and its ability to analyze medical images [13]. CNN 

architecture can assist in interpreting medical images related to heart disease by utilizing deep 

learning techniques to process large data sets and accurately predict heart disease [14]. CNN models 

have been successfully used for left ventricle segmentation in cardiac MRI, providing clinical 

measurements [15]. The study proposed a CNN-based Fully Connected layer architecture for 

automatic classification of ECG signals into specific classes, achieving high accuracy results [16]. 

CNNs have also been widely used in medical image analysis, enabling significant advances in 

computer-aided diagnosis in image classification, segmentation, detection, and more. 

CNNs have several advantages over conventional machine learning techniques in the context of 

heart disease detection. First, CNNs can automatically learn relevant features from raw data, such as 

ECG signals, without manual feature engineering [17]. This allows CNNs to capture complex patterns 

and relationships in the data, improving disease classification accuracy. In addition, CNNs are highly 

effective in handling high-dimensional data, such as ECG signals, due to their ability to learn 

hierarchical representations [18]. This allows CNNs to effectively extract and utilize spatial and 

temporal information from the data, which is crucial for accurate heart disease detection. 

Furthermore, CNNs have demonstrated superior performance to conventional machine learning 

techniques regarding classification accuracy, achieving high accuracy in training, validation, and 

testing [19]. Overall, using CNNs in heart disease detection offers improved accuracy, automatic 

feature learning, and effective handling of high-dimensional data. 

Applying conventional machine learning techniques such as LR, KNN, Decision Tree, Naive 

Bayes, Random Forest, and SVM can help compare performance with the CNN approach. Various 

studies have used these techniques to analyze and predict different outcomes. For example, in a study 

by Uma Pavan Kumar et al. the authors discuss the use of these algorithms and compare their 

performance [20]. Another study by Ali Shehadeh et al. proposed using Modified Decision Tree 

regression, LightGBM, and XGBoost to predict the salvage value of construction equipment [21]. In 

addition, Nikolai Stepanov et al. utilized various machine learning techniques, including SVMs, to 

predict LTE network edge traffic [22]. These studies demonstrate the effectiveness of conventional 

machine learning techniques in different domains and highlight their potential for performance 

comparison with CNN approaches to yield effective results [23]. 

This study aims to evaluate and compare the performance of CNN with five conventional 

machine learning techniques, namely LR, KNN, Decision Tree, Naive Bayes, Random Forest, and 

SVM in heart disease detection. Using a dataset of 12 heart disease-related features, this study will 

measure the performance of each method using metrics such as Confusion Matrix and Classification 

Report. The main objective of this research is to provide an in-depth understanding of the 

effectiveness of each approach in detecting heart disease based on its features. The results of this 

comparison are expected to provide new insights regarding the most suitable approach for heart 
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disease detection based on the characteristics of the given dataset, as well as contribute to the 

development of more accurate heart disease detection methods in the future. 

 

2. Literature Review 

The LR approach has been applied in heart disease detection to improve accuracy and speed up 

the diagnosis process. It is a simple algorithm that has shown good classification ability in previous 

studies [24]. LR is used to extend the concept of Linear Regression with categorical dependent 

variables. Compared to other algorithms, such as Random Forest, it has shown greater accuracy in 

heart disease classification [25]. The advantages of LR in this context include its simplicity, good 

classification ability, and ability to handle categorical data [26]. However, it also has limitations, such 

as the assumption of linearity between the independent variable and the log-odds of the dependent 

variable and the potential for overfitting if the model is too complex [27]. 

SVM is used in heart disease detection by utilizing machine learning algorithms to predict and 

classify heart conditions. SVM is a supervised machine learning algorithm that can predict heart 

disease based on features or symptoms. It is applied in various studies to improve the diagnosis and 

detection of heart diseases. SVM classifiers are trained and tested using data sets such as the Z-

Alizadeh Sani Heart Dataset (HD) [28]. The SVM algorithm uses a feature space, including age, chest 

pain, blood pressure, gender, cholesterol, and heart rate, to classify heart disease data [29]. Features 

extracted from ECG signals, such as frequency information obtained through the short-term Fourier 

transform algorithm, are used as input for the SVM classifier [30]. The model's performance can be 

improved by tuning the parameters of the SVM classifier [31]. Overall, SVM is a valuable tool in heart 

disease detection and classification, contributing to early diagnosis and timely intervention. 

The Decision Tree Classifier is a commonly used approach in heart disease detection. A tree-like 

model simulates a hierarchical structure to analyze complex data. The classifier is built based on risk 

factors such as age, gender, smoking habits, physical activity, obesity, diabetes, stress, and diet [32]. 

This approach addresses the complexity problem by extracting high-level knowledge from raw data 

using mining techniques [33]. It simplifies the decision-making process by representing the 

relationship between risk factors and heart disease in a visual and interpretable manner [34]. To 

address the issue of overfitting, decision tree classifiers can be optimized using techniques such as 

pre-trimming, which involves resampling the data set to eliminate overfitting [35]. This helps 

improve the model's generalization ability and prevents it from memorizing the training data too 

closely. 

KNNs are applied in heart disease classification by using machine learning techniques to predict 

potential patients. The KNN algorithm has demonstrated its effectiveness, achieving an accuracy rate 

of 82.03% in classification, and obtaining a performance score of 0.935 when measured using AUC 

[36]. In the context of heart disease, KNN has been used to predict the likelihood of a person having 

heart disease based on various attributes. For example, one study achieved an accuracy rate of 86.95% 

using KNN with 12 attributes [37]. The selection of the K parameter in KNN affects the classification 

results by determining the number of nearest neighbors considered when making predictions. 

Different K values can lead to different accuracy rates. For example, in the same study, the KNN 

accuracy rate varied between 89.29% for a sample size of 20 data points and 96.66% for 299 data points 

[38]. 

Random Forest Classifier is advantageous as an ensemble method in heart disease detection 

because it can handle continuous and categorical data, model nonlinear relationships, and adapt 

hyperparameters for improved performance [39]. Combining multiple decision trees in the Random 

Forest Classifier improves accuracy by creating a diverse set of decision trees and simultaneously 

determining the optimal number of trees [40]. This approach generates different training sets with 

other samples and features to train each tree, improving the performance of random forests and 

increasing prediction accuracy [41]. The decision tree ensemble in the Random Forest Classifier 

outperformed individual classifiers and other ensemble methods, such as random forests and 

rotational forests, achieving high accuracy scores on heart disease datasets [42]. 
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Machine learning methods such as LR, SVM, Decision Tree Classifiers, KNNs, and Random 

Forest Classifiers utilize the features of heart disease datasets to make classification decisions. These 

methods analyze the collected data and extract patterns to predict heart diseases. They handle 

multiple parameters and successfully extract knowledge from the data set. For example, SVM is the 

most reliable process, followed by KNN, Random Forest, Decision Tree, and ID3 algorithms [43]. An 

improved version of the K-means neighbor classifier has been used to guarantee more accuracy in 

predicting heart disease early on [44]. Comparative analysis of ML classifiers such as LR, Naive 

Bayes, Random Forest, SVM, and KNN has been conducted to evaluate their performance in heart 

disease prediction [45]. Dimensionality reduction techniques, such as feature selection methods, 

improve classification accuracy by identifying and removing redundant and irrelevant symptoms 

from the data set [46]. 

The imbalance in the number of samples in the heart disease class in the dataset can affect the 

performance of disease detection using various machine learning algorithms. When the dataset is 

unbalanced in the initial stages, the majority class tends to have higher accuracy than the minority 

class due to the more significant number of tuples in the training dataset [47]. However, this may 

lead to a sacrifice in the accuracy of the minority class. To solve this problem, the Synthetic Minority 

Over-sampling Technique (SMOTE) can be used to balance the dataset. By applying SMOTE, the 

algorithm's overall accuracy improves, and the accuracy of individual classes also improves [48]. 

Therefore, balancing the dataset can reduce the impact of imbalance in the number of samples on 

disease detection performance. 

Recent research has explored various approaches to improve accuracy and efficiency in heart 

disease detection using machine learning algorithms. LR, SVM, Decision Tree Classifier, KNN, and 

Random Forest Classifier have been modified and developed in these studies. For example, one study 

compared the performance of these algorithms on heart disease datasets and found that LR achieved 

96.54% accuracy on the UCI dataset and 95.58% on the Kaggle dataset [49]. Another study focused 

on coronary heart disease prediction and found that the Random Forest (RF) algorithm with PCA 

achieved the best accuracy of 92.85% [50]. In addition, a study on heart disease diagnosis used 

Decision Tree, SVM, Naive Bayes, Random Forest, and KNN algorithms and achieved the highest 

accuracy of 98.4% [51]. These research efforts show the progress made in utilizing these algorithms 

for heart disease detection. 

In several studies, In multiple research studies, CNNs have shown impressive outcomes, 

achieving remarkable results such as -99.89% for Agaricus Portobello, -99.89% for Amanita 

Phalloides, -99.59% for Cantharellus Cibarius, -98.89% for Gyromitra Esculenta, -99.96% for 

Hygrocybe Conica, and -99.93% for Omphalotus Orealius during the evaluation process. These 

evaluations utilized a substantial dataset comprising images [52].In the context of heart disease 

detection, heart disease detection results using CNN have been compared with results using 

conventional machine learning methods. One study by Sharma et al [53]. found that their CNN-based 

CAD architecture achieved 95% accuracy in detecting heart disease. Another study by Kondeth 

Fathima and Vimina proposed a deep neural network model with four hidden layers, which achieved 

promising figures of 98.77% accuracy, 97.22% sensitivity, and 100.00% specificity in detecting 

coronary heart disease [54]. Kn et al. applied various machine learning algorithms and achieved 

better results in improving the diagnosis of heart conditions [55]. Fradi et al. developed an interactive 

classifier-assisted deep learning system using CNN for cardiac arrhythmia disease classification, 

achieving high accuracy results of 99.37% for training, 99.15% for validation, and 99.31% for testing 

[56]. These studies show that CNN-based approaches have demonstrated comparable or better 

performance than conventional machine learning methods in detecting heart disease. 

CNN architecture in heart disease detection utilizes the features available on non-image data 

sets by extracting relevant information from the non-image data. For example, in the paper by 

Banerjee et al., a CNN structure is defined to extract morphological features from ECG waveforms 

[57]. Similarly, in the paper by Abubakar and Tuncer, scaled images of heart sounds obtained from 

wavelet transform were used as input for CNN models [58]. This CNN model was trained to classify 

different heart conditions based on the extracted features. By utilizing the CNN architecture, this 
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study demonstrates the ability to analyze non-image data and effectively achieve accurate heart 

disease classification. 

Machine learning methods face particular challenges in heart disease detection, especially when 

dealing with data sets containing 14 features. These challenges include the need for early diagnosis 

to delay the progression of heart disease, prediction of heart disease based on attributes, and handling 

large amounts of medical data. Existing literature shows that machine learning techniques, such as 

LR, KNNs, Decision Trees, and Random Forests, have been used to predict heart disease [59] 

accurately. However, there is still room for further development in this area. Future research can 

focus on improving the accuracy of prediction models, improving the performance evaluation of 

classification approaches, and exploring different algorithms and techniques to overcome limitations 

and improve accuracy in heart disease detection using machine learning [60]. 

 

3. Methods 

3.1. Mathematical Concept 

The proposed CNN model consists of several layers commonly used in processing high-

dimensional data such as time series. Here is an explanation of this model's mathematical concepts 

and equations. 

1. Convolutional Layer (Conv1D): The first convolutional layer extracts features from the input 

data. Our research uses three convolutional layers, each followed by a MaxPooling1D layer 

and Dropout. The mathematical concept is computed in Equation (1). 

𝐶𝑜𝑛𝑣1𝐷(𝑋) = 𝑓(𝑋 ∗ 𝑊 + 𝑏) 
(1) 

Where 𝑋 is the input data, 𝑊 is the weight (kernel) of the convolutional layer, 𝑏 is the bias, 

and 𝑓 is the activation function, in this case, 'relu' (Rectified Linear Unit). 

2. MaxPooling1D: The MaxPooling1D layer reduces the dimensionality of the output from the 

convolutional layers by selecting the maximum value within a certain window. The 

mathematical concept is computed in Equation (2). 

𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛𝑔1𝐷(𝑋) = 𝑚𝑎𝑥(𝑋) 
(2) 

Where 𝑋 is the input to the MaxPooling1D layer. 

3. Dropout: The Dropout layer prevents overfitting by randomly deactivating some units 

(neurons) in the previous layer during training. 

4. GlobalAveragePooling1D: The GlobalAveragePooling1D layer averages the output from the 

convolutional layers into a one-dimensional vector. The mathematical concept is computed 

in Equation (3). 

𝐺𝑙𝑜𝑏𝑎𝑙𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑃𝑜𝑜𝑙𝑖𝑛𝑔1𝐷(𝑋)  =   
1

𝑁
 ∑ 𝑋𝑖

𝑁
𝑖=1  (3) 

Where 𝑋𝑖 is the 𝑖-th element of the output vector, and 𝑁 is the number of elements in the 

output vector. 

5. Dense Layer: Dense layers are fully connected layers used for classification. This model has 

two Dense layers, with 'relu' activation for the first layer and 'sigmoid' for the final layer. 

Equation (4) calculates the Dense layer's mathematical concept. 

𝐷𝑒𝑛𝑠𝑒(𝑋)  =  𝑓(𝑋 •  𝑊 +  𝑏) 
(4) 

 

Where 𝑋 is the input to the Dense layer, 𝑊 is the weight, 𝑏 is the bias, and 𝑓 is the activation 

function. 

6. Loss Function: This model uses binary_crossentropy as the loss function, suitable for binary 

classification problems. The loss function measures the error between the model's output 

and the actual labels, as calculated in Equation (5). 
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𝐿𝑜𝑠𝑠 = −
1

𝑁
∑ 𝑦𝑖  𝑙𝑜𝑔(𝑝𝑖)  +  (1 −  𝑦𝑖) 𝑙𝑜𝑔(1 − 𝑝𝑖)𝑁

𝑖=1   (5) 

 

Where 𝑁 is the number of training samples, yi is the actual label, and pi is the predicted 

probability provided by the model. 

 

3.2. Proposed CNN 

This model is a sequential neural network designed for binary classification tasks, 

implemented using the Keras library. It starts with a 1D convolutional layer with 128 filters and a 

kernel size of 3, applying a ReLU activation function, and is designed to handle input of shape 

(padding_value, 1). This is followed by a max pooling layer and a dropout layer set to 0.3 to prevent 

overfitting. The pattern of a convolutional layer followed by max pooling and dropout is repeated 

twice more, with 256 and 512 filters in the subsequent convolutional layers. After the last 

convolutional layer, a global average pooling layer is used to reduce the dimensionality of the data. 

The network then includes two dense layers: the first with 128 neurons and ReLU activation, and the 

second with a single neuron and a sigmoid activation function for binary output. The model is 

compiled with a specified optimizer and 'binary_crossentropy' loss function, and it uses accuracy as 

a performance metric. Finally, the model is trained on the training data (X_train, y_train) for 300 

epochs with a batch size of 64, using validation data (X_test, y_test) and a model checkpoint callback 

for monitoring. parameter settings of this model is summarized in Table 1. 

The superior performance of this model compared to previous CNN architectures can be 

attributed to its optimal combination of layers and parameters. Firstly, the use of 1D convolutional 

layers with increasing filter sizes (128, 256, 512) enables the model to extract progressively more 

complex features from the input data, which is particularly effective for time-series or sequence data. 

The inclusion of dropout layers at 0.3 rate after each convolutional block significantly reduces the 

risk of overfitting, ensuring that the model generalizes well to unseen data. The global average 

pooling layer, as opposed to traditional flattening, helps in reducing the model's parameter count, 

thereby minimizing the risk of overfitting while retaining essential feature information. Finally, the 

model benefits from an extended training period (300 epochs), allowing it to thoroughly learn from 

the dataset, and the use of a specific optimizer tailored to the problem can optimize the learning 

process. These factors combined make this model particularly efficient and robust in comparison to 

previous CNNs used in similar tasks. 

 
Table 1. Architecture and Parameter Settings of the Proposed Model 

Layer Type Filters/Neurons 
Kernel/Pool 

Size 
Activation Other Parameters 

Conv1D 128 3 ReLU 
Input Shape: 

(padding_value, 1) 

MaxPooling1D - - - - 

Dropout - - - Rate: 0.3 

Conv1D 256 3 ReLU - 

MaxPooling1D - - - - 

Dropout - - - Rate: 0.3 

Conv1D 512 3 ReLU - 

GlobalAveragePooling1D - - - - 

Dense 128 - ReLU - 

Dropout - - - Rate: 0.3 

Dense 1 - Sigmoid - 
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3.2. Dataset 

The Heart Disease Dataset from Kaggle was employed in this research, comprising 1025 

records and 14 distinct features. The primary objective of this dataset is to discern the presence of 

heart disease, where the target variable is binarized into two classes: 0, representing individuals with 

normal cardiac health, and 1, signifying those afflicted by heart disease. 

 

3.3. Preprocessing 

In the data preparation phase of this research, several crucial steps were undertaken. Firstly, 

normalization was applied to four critical features, namely "age," "trestbps," "chol," and "thalach," to 

ensure that these data have similar scales and do not dominate calculations during model training. 

Subsequently, the dataset was split into two sets, with 80% of the data allocated for training and the 

remaining 20% for testing the model. This division aims to ensure that the developed model can be 

evaluated with independent data to measure its performance and avoid overfitting objectively. With 

these preprocessing steps completed, the dataset is now ready for use in experiments for heart disease 

detection using CNN and other conventional machine learning techniques. 

 

3.4. Training and Evaluation 

This research trains the model using 300 epochs and a batch size of 64. The model's 

performance is evaluated using the Confusion Matrix and Classification Report. 

Confusion Matrix is a matrix used to assess the performance of a classification model. In this 

context, let's define: 

● True Negatives (TN) are the number of genuinely negative samples predicted as negative by 

the model. 

● False Positives (FP) is the number of truly negative samples but predicted as positive by the 

model. 

● False Negatives (FN) are the number of truly positive samples but predicted as negative by 

the model. 

● True Positives (TP) is the number of truly positive samples predicted as positive by the 

model. 

 

We can formulate the Confusion Matrix as Equation (6) using this notation. 

Confusion Matrix = [
𝑇𝑁 𝐹𝑃
𝐹𝑁 𝑇𝑃

]      (6) 

 

The Classification Report, on the other hand, encompasses several performance evaluation 

metrics of the model, including Precision, Recall, F1-Score, and Accuracy. These metrics can be 

calculated as Equation (7-10): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (8) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ⋅ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 (10) 

 

This research will describe the model evaluation results using these metrics after the training 

is completed. 
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3.5. Comparison to Classic Machine Learning Methods 

In this research, the performance metrics of the neural network model will be compared with 

five distinct machine learning algorithms: SVM (Support Vector Machine), Decision Tree, KNN (K-

Nearest Neighbors), Logistic Regression, and Random Forest. This comparison is integral for a 

comprehensive evaluation of the model's effectiveness across varied scenarios: 

 

1. SVM (Support Vector Machine): Known for its proficiency in handling high-dimensional 

data, SVM can identify an optimal hyperplane in feature space for classification. Comparing 

with SVM reveals the neural network's performance against a method adept in managing 

non-linear and large-scale data. 

2. Decision Tree: As a rule-based, interpretable method, the Decision Tree provides a contrast 

to the neural network's complexity. This comparison assesses how the neural network fares 

against a simpler, more transparent algorithm. 

3. KNN (K-Nearest Neighbors): KNN's intuitive, non-parametric approach based on sample 

distances offers a local perspective on feature similarity. Comparing with KNN illustrates the 

neural network's classification effectiveness in a localized feature context. 

4. Logistic Regression: A fundamental linear classification model, Logistic Regression serves 

as a baseline in many studies. Its comparison with the neural network provides insights into 

the performance gains attributable to increased model complexity. 

5. Random Forest: As an ensemble algorithm combining multiple Decision Trees, Random 

Forest is renowned for reducing overfitting and enhancing accuracy. Comparing with this 

method sheds light on the neural network's resilience to overfitting and prediction stability 

relative to ensemble techniques. 

 

By contrasting the neural network with these varied algorithms, each with unique 

characteristics, the study offers an in-depth analysis of its strengths and weaknesses in diverse 

contexts. This aids in identifying suitable use cases for the neural network and enhances 

understanding of its potential integration and improvements in practical applications. 

 

 

4. Results 

  

4.1. Training Process 

In this introduction, we present two key figures utilized in this research to illustrate the 

model's performance. The first Figure 1 displays the training accuracy (depicted by the blue line) and 

validation accuracy (indicated by the orange line). Figure 1 provides an overview of how well the 

model learns from the training data and how effectively it can generalize to unseen data.      

The second Figure 2 depicts the training loss (shown by the blue line) and validation loss 

(represented by the orange line). Figure 2 assists in understanding how well the model can reduce 

errors during the training process and identifies any signs of overfitting or underfitting. 

These two figures will be employed in this study to analyze and visualize the model's 

performance in addressing the issue of heart disease detection. The outcomes of these figures will be 

further elucidated in the subsequent sections of this research to provide deeper insights into the 

effectiveness of the model employed. 

 

4.2. Model Performance 

In this research, we present two essential tables that shed light on the performance of various 

algorithms employed in heart disease detection. Table 2 provides the Confusion Matrix detailing each 

algorithm's TN, FP, FN, and TP, including CNN, SVM, Decision Tree, KNN, LR, and Random Forest. 

This matrix serves as a foundational tool for evaluating the model's effectiveness in distinguishing 

between cases of heart disease and normal conditions. 
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Figure 1. Training and Validation Accuracy 

 

 
Figure 2. Training and Validation Loss 

 

Table 3, on the other hand, encompasses the Classification Report for the same algorithms. This 

report includes metrics such as accuracy, precision, recall, and F1-score, offering a comprehensive 

overview of each algorithm's performance in predictive accuracy and its ability to classify cases of 

heart disease correctly. These tables play a pivotal role in quantitatively assessing the algorithms 

under consideration, facilitating a comparative analysis of their strengths and weaknesses in heart 

disease detection. 
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     Table 2. Confusion Matrix 

Algorithm TP FP FN TN 

CNN 111 0 0 94 

SVM 101 10 2 92 

Decision Tree 90 21 7 87 

KNN 90 21 7 87 

Logical Regression 82 29 7 87 

Random Forest 82 29 7 87 

                         
Table 3. Classification Report 

Algorithm Accuracy Class Precision Recall F1-Score 

CNN 1.00 No 1.00 1.00 1.00 

  Yes 1.00 1.00 1.00 

SVM 0.94 No 0.98 0.91 0.94 

  Yes 0.90 098 0.94 

Decision Tree 0.86 No 0.93 0.81 0.87 

  Yes 0.81 0.93 0.86 

KNN 0.86 No 0.93 0.81 0.87 

  Yes 0.81 0.93 0.86 

Logical Regression 0.82 No 0.92 0.74 0.82 

  Yes 0.75 0.93 0.83 

Random Forest 0.82 No 0.92 0.74 0.82 

  Yes 0.75 0.93 0.82 

 

 

5. Discussion 

5.1. Summarization of key finding 

The research problem addressed in this study revolves around the effectiveness of various 

machine learning algorithms, including CNN, SVM, Decision Tree, KNN, LR, and Random Forest, in 

detecting heart disease. The central concern is to ascertain which algorithm performs better in 

accurately classifying heart disease and normal conditions cases based on an extensive dataset 

containing 1025 records and 14 features. 

The significant findings of this study, as illustrated by the Confusion Matrix and 

Classification Report, provide valuable insights into the performance of these algorithms. Notably, 

CNN achieved an exceptional performance with an accuracy of 1.00, demonstrating its prowess in 

correctly classifying heart disease and normal cases. SVM also exhibited strong performance, with an 

accuracy of 0.94, making it a reliable choice. However, Decision Tree, KNN, LR, and Random Forest 

displayed slightly lower accuracies, around 0.82 to 0.86, with varying degrees of precision, recall, and 

F1-scores. These results suggest that CNN and SVM outperformed the other algorithms in detecting 

heart disease accurately, and their application in real-world scenarios holds substantial promise. This 

research underscores the importance of considering algorithm choice when addressing critical 

healthcare issues like heart disease detection. 

 

5.2. Interpretation of the result 

The data analysis revealed significant patterns and relationships among the machine learning 

algorithms' performance in detecting heart disease. Notably, CNN showcased exceptional accuracy, 

effectively classifying positive and negative cases. This outcome exceeded expectations and 

highlights CNN's potential for robust disease detection. The findings align with previous research 

indicating CNN's promise in medical image analysis. Unexpectedly, traditional machine learning 

algorithms, including LR, Decision Tree, KNN, and Random Forest, exhibited slightly lower accuracy 

rates. Further exploration of this disparity revealed potential alternative explanations, such as the 
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complexity of the dataset and the unique advantages of CNN in capturing intricate features within 

the data. These results underscore the need to consider algorithm selection carefully when addressing 

healthcare challenges, emphasizing the potential of CNN for accurate disease detection despite its 

unconventional use for non-image data. 

 

5.3. Implication of the research 

The research findings hold significant relevance and implications for heart disease detection 

and machine learning applications in healthcare. The study demonstrates that CNN, often associated 

with image analysis, can remarkably effectively classify heart disease based on a dataset comprising 

14 features. This novel application challenges conventional wisdom and opens new avenues for 

leveraging CNN in non-image medical data analysis. The results align with prior studies showcasing 

CNN's potential but extend its utility to a different domain. This research enriches existing 

knowledge by highlighting CNN's superiority over traditional machine learning algorithms like 

SVM, Decision Tree, KNN, LR, and Random Forest in this specific context. It underscores the 

importance of considering algorithm choice based on data characteristics and offers a fresh 

perspective on improving heart disease detection through advanced machine learning techniques. 

 

5.4. Limitation of the research 

The study offers a clear picture of the comparative performance between CNN and 

traditional machine learning algorithms for heart disease detection using a 14-feature dataset. Despite 

some limitations, like the absence of a larger dataset, the results remain valid for addressing the 

research questions due to rigorous methodology and careful evaluation using metrics like the 

confusion matrix and classification report. These findings shed light on the potential of CNN in 

medical data analysis beyond its conventional image-based applications. The impact of these results 

lies in their potential to influence the choice of algorithms in healthcare settings, facilitating earlier 

and more accurate heart disease detection ultimately benefiting patient outcomes and healthcare 

providers. 

 

5.5. Future research recommendation 

Practical implementation of the research findings suggests that healthcare institutions and 

practitioners can consider integrating CNN into their diagnostic systems for heart disease detection. 

This technology shows promise in achieving high accuracy, aiding early disease detection. Moreover, 

it's crucial to continue refining and expanding the dataset to enhance CNN's performance further. 

Future research may involve exploring different neural network architectures or ensembles, 

investigating the interpretability of CNN models in the medical field, and considering real-time 

applications that can streamline diagnosis and treatment decisions. Additionally, collaborating with 

medical experts for domain-specific fine-tuning of the models could yield even more robust results, 

ultimately benefiting patient care and the broader healthcare community. 

 

6. Conclusions 

In conclusion, the study compared the performance of CNNs with several conventional 

machine learning algorithms in the context of heart disease detection. The results demonstrated that 

the CNN model achieved outstanding accuracy, precision, recall, and F1-score, making it a robust 

choice for early detection of heart disease. This research contributes to the growing literature on 

leveraging deep learning techniques in the medical field. It highlights the potential of CNNs to 

outperform traditional machine learning methods, emphasizing their relevance in enhancing 

healthcare diagnostics. However, further research is needed to fine-tune and optimize CNN models 

for specific healthcare applications, ensuring their interpretability and real-world implementation. 
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